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ABSTRACT

End-to-end (E2E) sequence-to-sequence (S2S) neural text-to-speech (TTS) models and E2E-S2S neural voice conversion (VC) models can achieve high-quality speech synthesis with a single neural network. To further improve the synthesis quality of E2E-S2S TTS and VC models and increase their inference speed, we propose a Transformer-free ConvNeXt-based encoder and decoder. Additionally, to further increase the inference speed, we propose ConvNeXt-TTS and ConvNeXt-VC, which include the WaveNeXt neural vocoder. This is also constructed from ConvNeXt blocks and can achieve much faster synthesis than HiFi-GAN. The results of experiments using the Hi-Fi-CAPTAIN corpus for the E2E-S2S-TTS and E2E-S2S-VC conditions demonstrate that the proposed ConvNeXt-based encoder and decoder can perform inference three times faster than a Transformer-based encoder and decoder while improving the synthesis quality. In particular, ConvNeXt-TTS and ConvNeXt-VC can achieve very fast E2E-S2S-TTS and E2E-S2S-VC with a real-time factor of 0.05 using a single-core CPU.

Index Terms—ConvNeXt, JETS, text-to-speech, voice conversion, WaveNeXt

1. INTRODUCTION

For sequence-to-sequence (S2S) conversion, such as machine translation and automatic speech recognition (ASR), Transformer-based models [1] can achieve high conversion quality. Autoregressive Transformer-based models have also been proposed [2, 3] for S2S text-to-speech (TTS) and S2S voice conversion (VC). In S2S-TTS and S2S-VC, non-autoregressive models using feedforward Transformer-based encoders and decoders with self-attention can achieve faster high-fidelity synthesis by using external aligners [5, 7, 8]. Additionally, end-to-end (E2E) S2S-TTS models [9–12] have been designed that can synthesize speech waveforms directly from input text or phoneme sequences with a single neural network. In particular, JETS [10] can achieve fast high-fidelity E2E-S2S-TTS, outperforming conventional cascade models [13] and VITS, which is another E2E-S2S-TTS model with a Transformer-based encoder [9]. For E2E-S2S-VC, JETS-VC [6] outperforms the cascade model [5]. Transformer-based encoders and decoders with self-attention are the de facto standard for S2S-TTS and S2S-VC.

Transformer is also effective for various tasks in computer vision, and many Transformer-based models have been proposed, such as Swin Transformer [16]. To improve the recognition accuracy and inference speed without using a Transformer structure, while maintaining the same behavior as Swin Transformer, ConvNeXt [14] has been proposed. ConvNeXt, which outperforms Swin Transformer, introduces layer normalization layers, depthwise convolution layers [17], pointwise convolution layers [18], and a Gaussian error linear unit (GELU) into ResNet [19] (Fig. 1). Vocos, which includes multiple ConvNeXt blocks and a short-time Fourier transform (STFT)-based upsampling layer, has been designed [15] for neural vocoding. To improve the synthesis quality while maintaining the inference speed, WaveNeXt has been proposed, in which the STFT layer is replaced with a trainable linear layer [20]. WaveNeXt can perform fast inference with a real-time factor (RTF) of 0.04 using a single-core CPU and can achieve higher synthesis quality than Vocods [15]. However, these tasks are framewise-based, not S2S conversion. ConvNeXt has never been used in S2S conversion tasks in which the lengths of the input and output sequences are different.

This paper proposes Transformer-free ConvNeXt-based E2E-S2S TTS and VC models. This is the first time that the ConvNeXt architecture has been used in encoder–decoder acoustic models (AMs) for both TTS and VC frameworks as S2S conversion tasks. Additionally, to further increase the inference speed, ConvNeXt-TTS and ConvNeXt-VC are proposed, in which a ConvNeXt-based encoder and decoder are combined with a WaveNeXt neural vocoder. The results of experiments using the Hi-Fi-CAPTAIN corpus [21] for the E2E-S2S-TTS and E2E-S2S-VC conditions demonstrate that the proposed ConvNeXt-based encoder and decoder can perform inference three times faster than a Transformer-based encoder and decoder, while improving the synthesis quality; this is a consequence of the sophisticated structure of ConvNeXt. In particular, ConvNeXt-TTS and ConvNeXt-VC can achieve very fast E2E-S2S-TTS and E2E-S2S-VC with an RTF of 0.05 using a single-core CPU. Therefore, the proposed ConvNeXt-based encoder–decoder AM framework can be replaced with the conventional Transformer-based framework. To ensure the reproducibility of this study, some of the speech samples and the PyTorch source code used in the experiments are available2.

Fig. 1. Network architecture of ConvNeXt [14] with 1D convolutions used in Vocods [15]. GELU abbreviates Gaussian error linear unit.

1In contrast to framewise VC (e.g., [4]), S2S-VC can convert the duration and prosody between the source and target speech [5, 6].
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2. CONVENTIONAL METHODS

2.1. JETS and JETS-VC (Transformer + HiFi-GAN)

JETS and VITS [10] are both E2E-S2S-TTS models but JETS is simpler and achieves higher synthesis quality. JETS performs joint training of a FastSpeech-2-based AM [8], which includes a Transformer-based encoder and decoder with self-attention and a HiFi-GAN-based neural vocoder [22] [Fig. 3(a)] with neither intermediate mel-spectrograms nor external aligners. In contrast, FastSpeech-based TTS models [7, 8, 13] require external aligners. JETS includes an alignment training framework proposed in [23] with monotonic alignment search (MAS) [24]. The alignment between the hidden features (converted from the input text sequences) and the target mel-spectrogram sequences is obtained gradually during training. Similarly to FastSpeech 2, in addition to the duration, the energy and fundamental frequency ($f_0$) are also predicted in the variance adaptor for higher-quality synthesis. JETS uses the same discriminators as HiFi-GAN [22] [Fig. 2(a)].

JETS-VC for E2E-S2S-VC [6] [Fig. 2(a')] is constructed as shown in Fig. 2. The input text sequence, text encoder, and embedding layer are replaced with the source mel-spectrogram sequence, reshaping block with reduction factor for encoder $r_e$ [6], and linear layer. JETS-VC outperforms the conventional cascade model [5].

Although the inference speed of HiFi-GAN is high, its RTF is greater than 0.5 on a single CPU [25]. For example, when the duration of a waveform is 10 s, the inference time is greater than 5 s. To increase the inference speed of HiFi-GAN while maintaining the synthesis quality, some faster models have been designed [25–27], and HiFi-GAN in VITS and JETS can be replaced by these faster models [25].

2.2. WaveNetXt neural vocoder

As an alternative to transposed convolution-based upsampling models [22, 25–27], a generative adversarial network (GAN)-based fast neural vocoder, Vocos, has been proposed [15] [Fig. 3(b)]. In Vocos, high-resolution STFT spectra are predicted from input mel-spectrograms by multiple ConvNeXt blocks [14] without upsampling, and the predicted high-resolution STFT spectra are directly converted to speech waveforms by a final iSTFT layer. By introducing the sophisticated ConvNeXt structure, Vocos can achieve ten times faster inference on a CPU [15]. However, the synthesis quality of Vocos is inferior to that of HiFi-GAN-based models [20].

To improve the synthesis quality while maintaining the inference speed, WaveNeXt has been proposed, in which the STFT-based upsampling layer is replaced with a trainable linear layer and reshaping block [20] [Fig. 3(c)]. This is similar to FC-HiFi-GAN [25], in which the STFT-based upsampling layer in iSTFTNet [27] is
replaced with a trainable linear layer and reshaping block [25]. WaveNeXt uses the same discriminators as Vocos [15]. As a consequence of the trainable linear-layer-based upsampling, WaveNeXt can perform fast inference with an RTF of 0.04 using a single-core CPU and achieve a higher synthesis quality than Vocos and HiFi-GAN V2 with an initial channel of 128 [20].

2.3. JETS-WN and JETS-WN-VC (Transformer + WaveNeXt)

Vocos and WaveNeXt can be jointly trained with a FastSpeech 2-based AM, in the same manner as JETS. Fast E2E-S2S-TTS models, JETS-Vocos and JETS-WN [Fig. 2(b)], have been implemented [20] using this AM and the discriminators used in Vocos [15]. The loss functions of JETS-WN for the generator and discriminators are defined as, \( \mathcal{L}_{\text{JETS-WN}} = \mathcal{L}_G + w_{\text{var}}\mathcal{L}_{\text{var}} + w_{\text{align}}\mathcal{L}_{\text{align}} \) and \( \mathcal{L}_{\text{D,JETS-WN}} = \mathcal{L}_D \), where \( \mathcal{L}_G \) and \( \mathcal{L}_D \) are the generator and discriminator loss functions for Vocos [15], \( \mathcal{L}_{\text{var}} \) and \( \mathcal{L}_{\text{align}} \) are the variance loss and alignment loss used in JETS [10], and \( w_{\text{var}} \) and \( w_{\text{align}} \) are the weighting coefficients for \( \mathcal{L}_{\text{var}} \) and \( \mathcal{L}_{\text{align}} \), respectively [20]. Similarly to WaveNeXt, JETS-WN can achieve higher synthesis quality than JETS-Vocos [20]. JETS-WN-VC [Fig. 2(b’)] can also be implemented by replacing HiFi-GAN in JETS-VC with WaveNeXt.

3. PROPOSED METHODS

3.1. CN-JETS and CN-JETS-VC (ConvNeXt + HiFi-GAN)

As described in Section 1, in computer vision, ConvNeXt [14] was designed to improve the accuracy and inference speed of image recognition without a Transformer structure, while maintaining the same behavior as Swin Transformer. ConvNeXt is constructed from layer normalization layers, depthwise convolution layers, pointwise convolution layers, and a GELU (Fig. 1). The depthwise convolution corresponds to the weighted sum in self-attention of Transformer. As a consequence of its sophisticated modifications, ConvNeXt can achieve faster inference and higher accuracy in image recognition than Swin Transformer. Additionally, ConvNeXt is used in two fast neural vocoders, Vocos [15] and WaveNeXt [20], as explained in Section 2.2.

Following the success of ConvNeXt in computer vision and neural vocoding, we propose two ConvNeXt-based E2E-S2S TTS and VC models, CN-JETS [Fig. 2(c)] and CN-JETS-VC [Fig. 2(c’)]. The proposed models use a ConvNeXt-based encoder and decoder in JETS and JETS-VC instead of a Transformer-based encoder and decoder. Specifically, they use the ConvNeXt blocks with one-dimensional (1D) convolutions that are used in Vocos and WaveNeXt [Fig. 1]. Similarly to JETS and JETS-VC, MAS is used for alignment training and the discriminators used in HiFi-GAN are used [Fig. 2(c) and (c’)]. Moreover, in addition to duration, energy and \( f_o \) are also predicted in the variance adaptor. Because of the sophisticated structure of ConvNeXt, the proposed ConvNeXt-based encoder and decoder are expected to achieve faster inference and higher synthesis quality than those based on FastSpeech 2.

3.2. ConvNeXt-TTS and ConvNeXt-VC (ConvNeXt + WaveNeXt)

To further increase the inference speed, ConvNeXt-TTS [Fig. 2(d)] and ConvNeXt-VC [Fig. 2(d’)] are additionally proposed, in which the WaveNeXt neural vocoder is introduced into CN-JETS and CN-JETS-VC instead of HiFi-GAN. Similarly to JETS-WN and JETS-WN-VC, the discriminators loss functions and used in Vocos [15] are also used. Because ConvNeXt-TTS and ConvNeXt-VC are constructed from a ConvNeXt-based encoder and decoder and a WaveNeXt-based neural vocoder, they are expected to perform much faster E2E-S2S-TTS and E2E-S2S-VC and achieve a higher synthesis quality than JETS-WN and JETS-WN-VC.

4. EXPERIMENTS

To evaluate the proposed ConvNeXt-based models, experiments were conducted for both the E2E-S2S-TTS and E2E-S2S-VC conditions with a sampling frequency of 24 kHz. All the neural network models were implemented by modifying ESPnet2-TTS [13] and trained using an NVIDIA Tesla A100 GPU with 40 GB of memory.

4.1. Experimental conditions

Dataset: The experiments were conducted using the Japanese speech dataset (one female and one male speaker) of the Hi-Fi-CAPTAIN corpus [21]. For the E2E-S2S-TTS condition, 18,655 parallel utterances and 201 non-parallel utterances were used for the training set of female models, and 18,655 parallel utterances and 203 non-parallel utterances were used for the training set of male models. For the E2E-S2S-VC condition, 18,655 parallel utterance pairs were used for the training set of male-to-female conversion models and for that of female-to-male conversion models. For both the E2E-S2S-TTS and E2E-S2S-VC conditions, 100 utterances were used for the validation set and the same number were used for the test set, as specified in [21]. The input acoustic features for MAS and E2E-S2S-VC were 80-dimensional mel-spectrograms bandlimited to 7600 Hz. The STFT length and shift length were 1024 and 256 samples, respectively.

Model setting: In the experiments, all the models were trained and inferred by modifying the JETS-based E2 TTS model implemented in ESPnet2-TTS [13]3, following [20]. The Harvest algorithm [28] was used for \( f_o \) analysis, following [20]. For E2E-S2S-TTS in Japanese, the G2P function based on pyopenjtalk and enhanced with prosody symbols [29] was used, following [13, 20]. The model configuration of JETS with HiFi-GAN V1 was the default setting4, except that the sampling frequency was changed from 22.050 Hz to 24 kHz. For the E2E-S2S-VC condition, \( r_o \) was set to 3. For the proposed ConvNeXt-based encoder and decoder, the ConvNeXt blocks with 1D convolutions implemented in an official implementation of Vocos5 were used. These ConvNeXt blocks were also used for WaveNeXt. For the proposed ConvNeXt-based encoder and decoder in CN-JETS, CN-JETS-VC, ConvNeXt-TTS, and ConvNeXt-VC, the number of input channels, dimensionality of the intermediate layer, and number of ConvNeXt blocks were 256, 1024, and 4, respectively. Additionally, the stochastic depth [30] was used with a weight of 0.2 only for the ConvNeXt-based encoder and decoder. These parameters were the same as those of the FastSpeech 2 model in JETS. \( w_{\text{var}} \) and \( w_{\text{align}} \) in the loss function were both set to 1.0.

Evaluation criteria: Mel-cepstral distortion (MCD), \( \log f_o \) root-mean-square error (RMSE), and character error rate (CER) of ASR were used as the objective evaluation criteria, following [6, 10, 13, 20]. The MCD and \( f_o \) RMSE were calculated by the ESPnet2-TTS toolkit [10, 13]. The CER was calculated by the pretrained Transformer-based ASR model for Japanese used in [13]6. The RTFs

3https://is.gd/vbqxeB
4https://is.gd/a5UHnP
5https://github.com/charactr-platform/vocos
6https://zenodo.org/record/4037458
Table 1. Results of objective evaluations. The values of mel-cepstral distortion (MCD) and log f₀ root-mean-square error (RMSE) in the table are the means and standard deviations. CER is the character error rate of automatic speech recognition. RTF is the real-time factor on an AMD EPYC 7542 CPU (1 core) using PyTorch 2.0.1. The RTFs of the FastSpeech-2-based acoustic model, ConvNeXt-based acoustic model, HiFi-GAN-based neural vocoder, and WaveNeXt-based neural vocoder are 0.03, 0.01, 0.80, and 0.04, respectively.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Model (Acoustic model + Neural vocoder)</th>
<th>RTF</th>
<th>MCD [dB]</th>
<th>log f₀ RMSE</th>
<th>CER [%]</th>
<th>MCD [dB]</th>
<th>log f₀ RMSE</th>
<th>CER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E2E-S2S-TTS</td>
<td>JETS (Transformer + HiFi-GAN) [10]</td>
<td>0.83</td>
<td>5.96 ± 0.63</td>
<td>0.21 ± 0.05</td>
<td>0.4</td>
<td>5.09 ± 0.56</td>
<td>0.19 ± 0.05</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>JETS-WN (Transformer + WaveNeXt) [20]</td>
<td>0.07</td>
<td>5.75 ± 0.57</td>
<td>0.21 ± 0.07</td>
<td>0.4</td>
<td>5.01 ± 0.62</td>
<td>0.19 ± 0.05</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>CN-JETS (ConvNeXt + HiFi-GAN)</td>
<td>0.81</td>
<td>5.76 ± 0.61</td>
<td>0.20 ± 0.07</td>
<td>0.6</td>
<td>4.98 ± 0.58</td>
<td>0.19 ± 0.05</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>ConvNeXt-TTS (ConvNeXt + WaveNeXt)</td>
<td>0.05</td>
<td>5.67 ± 0.59</td>
<td>0.20 ± 0.06</td>
<td>0.4</td>
<td>4.87 ± 0.54</td>
<td>0.20 ± 0.06</td>
<td>0.4</td>
</tr>
<tr>
<td>E2E-S2S-VC</td>
<td>JETS-VC (Transformer + HiFi-GAN) [6]</td>
<td>0.83</td>
<td>5.55 ± 0.51</td>
<td>0.20 ± 0.06</td>
<td>1.2</td>
<td>4.90 ± 0.48</td>
<td>0.18 ± 0.06</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>JETS-WN-VC (Transformer + WaveNeXt)</td>
<td>0.07</td>
<td>5.43 ± 0.50</td>
<td>0.21 ± 0.06</td>
<td>1.1</td>
<td>4.87 ± 0.47</td>
<td>0.18 ± 0.05</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td>CN-JETS-VC (ConvNeXt + HiFi-GAN)</td>
<td>0.81</td>
<td>5.52 ± 0.54</td>
<td>0.20 ± 0.06</td>
<td>1.0</td>
<td>4.75 ± 0.46</td>
<td>0.19 ± 0.05</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>ConvNeXt-VC (ConvNeXt + WaveNeXt)</td>
<td>0.05</td>
<td>5.40 ± 0.52</td>
<td>0.21 ± 0.07</td>
<td>0.8</td>
<td>4.69 ± 0.48</td>
<td>0.18 ± 0.05</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Fig. 4. Results of MOS tests for the E2E-S2S-TTS condition with 23 listening subjects. The confidence level is 95%. “Org” indicates the original samples.

Fig. 5. Results of MOS tests and speaker similarity tests for the E2E-S2S-VC condition with 23 listening subjects. The confidence level is 95%. “Org” indicates the original samples and “n.s.” abbreviates non-significant.

4.2. Results of experiments

Table 1 and Figs. 4 and 5 show the results of the objective and subjective evaluations. The RTFs of the FastSpeech-2-based AM, ConvNeXt-based AM, HiFi-GAN- and WaveNeXt-based neural vocoders were 0.03, 0.01, 0.80, and 0.04, respectively. First, the proposed ConvNeXt-based encoder and decoder performed inference three times faster than the Transformer-based encoder and decoder while improving the synthesis quality. In particular, the proposed ConvNeXt-based encoder and decoder achieved the highest ASR accuracy and lowest MCD, and significantly improved the synthesis quality and speaker similarity compared with JETS-WN and JETS-WN-VC. The proposed CN-JETS and CN-JETS-VC also significantly improved the synthesis quality and speaker similarity compared with JETS and JETS-VC, with the exception of the speaker similarity score for male-to-female conversion.

In summary, the proposed ConvNeXt-based encoder and decoder could achieve faster and higher-quality synthesis than the Transformer-based encoder and decoder, as expected. Future work includes further improvement of the synthesis quality of ConvNeXt-TTS and ConvNeXt-VC by introducing sophisticated discriminators [32] and duration modeling [33].

5. CONCLUSION

This paper proposed Transformer-free ConvNeXt-based models, CN-JETS and CN-JETS-VC, in which a ConvNeXt-based encoder and decoder were introduced into JETS and JETS-VC instead of a Transformer-based encoder and decoder. To further increase the inference speed, ConvNeXt-TTS and ConvNeXt-VC were additionally proposed, in which WaveNeXt was used instead of HiFi-GAN. The results of the experiments show that the proposed ConvNeXt-based encoder and decoder could perform inference three times faster than a Transformer-based encoder and decoder, while improving the synthesis quality. In particular, ConvNeXt-TTS and ConvNeXt-VC could achieve very fast E2E-S2S-TTS and E2E-S2S-VC with an RTF of 0.05 using a single-core CPU.
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