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ABSTRACT

Compared with conventional vocoders, deep neural network-based
raw audio generative models, such as WaveNet and SampleRNN,
can more naturally synthesize speech signals, although the synthesis
speed is a problem, especially with high sampling frequency. This
paper provides subband WaveNet based on multirate signal process-
ing for high-speed and high-quality synthesis with raw audio gener-
ative models. In the training stage, speech waveforms are decom-
posed and decimated into subband short waveforms with a low sam-
pling rate, and each subband WaveNet network is trained using each
subband stream. In the synthesis stage, each generated signal is up-
sampled and integrated into a fullband speech signal. The results
of objective and subjective experiments for unconditional WaveNet
with a sampling frequency of 32 kHz indicate that the proposed sub-
band WaveNet with a square-root Hann window-based overlapped
9-channel single-sideband filterbank can realize about four times the
synthesis speed and improve the synthesized speech quality more
than the conventional fullband WaveNet.

Index Terms— Speech synthesis, WaveNet, subband process-
ing, multirate signal processing, single-sideband filterbank

1. INTRODUCTION

Text to speech synthesis (TTS) is an important technique in mul-
tilingual spoken language communications. Due to its flexibility
and small footprint, statistical parametric speech synthesis (SPSS)
has become the mainstream in TTS [1, 2]. In a conventional SPSS,
texts are analyzed as linguistic features from which statistical acous-
tic models estimate the acoustic features. The estimated acoustic
features are then converted into speech waveforms by vocoders.
To improve the synthesized speech quality, deep learning-based
acoustic models have been investigated [3–8] that outperform con-
ventional hidden Markov model-based schemes [1, 2]. High-quality
vocoders [9–12] have also been introduced in SPSS. Although
these vocoders are corpus-independent, deep learning-based corpus-
dependent data-driven approaches, such as acoustic feature extrac-
tion [13], glottal vocoder [14], and power spectrum reconstruc-
tion [15] have also been investigated. However, their synthesized
speech quality cannot reach natural quality because of the over-
smoothing problem in the acoustic models and analysis error and
some approximations and assumptions in the vocoders.

To directly model raw speech waveforms from linguistic fea-
tures without vocoders, mel-cepstral analysis-based approaches
were first investigated [16, 17]. This method, which eliminates the
assumption that speech waveforms are stationary in an analysis
frame, models the phase component by introducing a complex cep-
strum. However, unsolved problems remain, such as the modeling
error caused by the Gaussian distribution assumption and restrictions
on the source-filter model structure.

WaveNet [18], a deep neural network-based raw audio genera-
tive approach, was recently proposed. In TTS, WaveNet can directly
synthesize raw speech waveforms from linguistic features without
vocoders and outperforms state-of-the-art unit selection-based and
long term-short memory (LSTM)-based speech synthesis systems [6,
19]. Another raw audio generative model, SampleRNN [20], has
also been proposed. Such models also achieve end-to-end speech
synthesis from texts to raw speech waveforms [21], and some end-
to-end approaches have been investigated, including char2wav [22],
Tacotron [23], and Deep Voice [24]. To drive conventional vocoders
within a raw audio generative model framework, a WaveNet vocoder
has been proposed [25], which directly synthesizes raw speech wave-
forms from acoustic features.

While vocoders require complicated signal processing for anal-
ysis and synthesis with some approximations and assumptions, no
signal processing, not even Fourier transform, is employed in raw
audio generative approaches, which can directly model the gener-
ative probabilities of raw speech waveforms from a speech corpus
by neural networks. As a result, analysis error and approximation
problems can be solved in conventional vocoders to more naturally
synthesize speech waveforms than conventional vocoders.

Although conventional vocoders can synthesize speech wave-
forms in real time, one problem is the synthesis speed in raw au-
dio generative models, even though parallel computing is available
since they sequentially synthesize each sample and feed it back to
the network to synthesize the next one. Crucially, TTS systems
with high sampling frequencies over 16 kHz, such as 22.05 kHz [6],
24 kHz [23], and 48 kHz [8, 13, 14, 24], were recently investigated
for high-quality synthesis. The synthesis speed problem in raw au-
dio generative models is especially severe for such higher sampling
frequencies. Deep Voice introduced smaller networks that quickly
predict speech waveforms in real time. However, there is a tradeoff
between the synthesis speed and the synthesized speech quality [24].

For rapid synthesis while maintaining synthesized speech qual-
ity for raw audio generative models, this paper proposes subband
WaveNet and introduces multirate signal processing [26, 27]. Dur-
ing training, a speech waveform with length T is decomposed and
decimated with factor M into subband short waveforms with length
T/M and a low sampling rate, and each subband WaveNet network
is trained using each subband stream. In the synthesis, each gen-
erated signal is upsampled and integrated into the fullband speech
waveform. By introducing a square-root Hann window-based over-
lapped filterbank, the proposed subband WaveNet can accelerate the
synthesis speed M times and improve the synthesized speech qual-
ity more than the conventional fullband WaveNet. To confirm the
factors of the quality improvement, we conducted objective and sub-
jective experiments. The experimental results clarified that the pro-
posed subband WaveNet can improve WaveNet’s prediction accu-
racy.
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Fig. 1. Multirate signal processing flowchart of a spectrum with a
single-sideband filterbank based on polyphase decomposition.

2. WAVENET

WaveNet models conditional probability distribution p(x|h) of raw
audio waveform x = [x(1), · · · , x(T )], given additional input h,
such as linguistic features for TTS [18] and acoustic features for
vocoder [25], as

p(x|h) =
T∏

t=1

p(x(t)|x(1), · · · , x(t− 1),h) (1)

by a stack of dilated causal convolution layers, which efficiently in-
puts very long audio samples with a few layers.

In addition, the WaveNet model outputs a categorical distribu-
tion instead of a continuous one over next sample x(t) with a soft-
max layer since it is more flexible and easily models arbitrary dis-
tributions, although raw waveform inputs are typically treated as
continuous values. In WaveNet, a µ-law companding defined in
G. 711 [28] is introduced and raw audio waveforms are quantized
to 256 possible values.

In the training stage, WaveNet can be trained in parallel since
all of the x timestamps are known. In the synthesis stage, how-
ever, Eq. (1) indicates that WaveNet must sequentially synthesize
each sample that is fed back to the network to synthesize the next
one. Therefore, the synthesis speed problem in raw audio generative
models is not solved, even though parallel computing is available.

3. PROPOSED SUBBAND WAVENET

3.1. Multirate signal processing with single-sideband filter-
banks

To decompose original fullband waveform x(t) into N subband
streams, x(t) is modulated by W−t(n−1/2)

N and shifted to the base-
band frequency (Fig. 1(a)):

xn(t) = x(t)W
−t(n−1/2)
N , (2)
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(b) Overlapped

Fig. 2. Division examples: (a) maximally decimated with N =
M = 4 and (b) overlapped with N = 9 and M = 4 single-sideband
filterbanks.

where WN = exp(j2π/2N) and n = 1, 2, , · · · , N . In stan-
dard polyphase decomposition, xm(t) is bandlimited by prototype
lowpass analysis filter h(t) whose cutoff frequency is set to π/2N :

xn,pp(t) = f(t) ∗ xn(t), (3)

where ∗ denotes the convolution operator and xn,pp(t) is obtained as
a complex value (Fig. 1(b)). To treat real values in WaveNet, single-
sideband (SSB) modulation [26] is introduced. Real-valued signal
xn,SSB(t) is then obtained:

xn,SSB(t) = xn,pp(t)W
t/2
N + x∗n,pp(t)W

−t/2
N , (4)

where x∗n,pp(t) is the complex conjugate of xn,pp(t) (Fig. 1(c)).
xn,SSB(t) is decimated by factor M , and the n-th subband wave-
form is obtained:

xn(k) = xn,SSB(kM). (5)

By Eqs. (2) to (5), fullband waveform x(t) with length T and sam-
pling frequency fs is decomposed into N subband short waveforms
with length T/M and sampling frequency fs/M (Fig. 1(d)). In
multirate signal processing, each subband stream xn(k) with a short
length and a low sampling rate can be separately and efficiently pro-
cessed into x̂n(k).

In the synthesis process, each subband waveform x̂n(k) is up-
sampled by factor M and represented:

x̂n,SSB(t) =

{
x̂n(t/M), for t = 0, M, 2M, · · ·
0, otherwise,

(6)

where the signal length and sampling frequency are respectively re-
stored to T and fs. As upsampling artifact, undesired aliasing com-
ponents additionally occur (Fig. 1(e)). To reduce them, x̂m,SSB(t) is
shifted to the baseband and bandlimited by prototype lowpass syn-
thesis filter g(t) whose cutoff frequency is also set to π/2N :

x̂n,pp(t) = g(t) ∗ x̂n,SSB(t)W−t/2
N . (7)

Fullband reconstructed waveform x̂(t) is finally integrated (Fig. 1(f))
and obtained:

x̂(t) =

N∑

n=1

x̂n,pp(t)W
t(n−1/2)
N + x̂∗n,pp(t)W

−t(n−1/2)
N . (8)

When N = M , the most efficient processing is achieved, which is
called maximally decimated filterbank [27]. A division example of
a maximally decimated SSB filterbank with N = M = 4 and a
simple lowpass prototype analysis filter are plotted in Fig. 2(a).
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Fig. 3. Block diagram of proposed subband WaveNet.

3.2. Overlapped single-sideband filterbanks

Even though maximally decimated filterbanks can efficiently decom-
pose fullband waveforms into subband short ones with a low sam-
pling rate, the proposed subband WaveNet with a maximally deci-
mated filterbank cannot synthesize high-quality speech waveforms.
The reason is described in Section 4. To improve the synthesis qual-
ity of the proposed subband WaveNet, one-half overlapped SSB fil-
terbanks are introduced where N = 2M + 1. In these filterbanks,
WN = exp(j2π/(N − 1)), the cutoff frequency of h(t) and g(t) is
set to π/(N − 1), and Eqs. (2) and (8) are respectively superseded:

xn(t) = x(t)W
−tn/2
N , (9)

x̂(t) =

N−1∑

n=0

x̂n,pp(t)W
tn/2
N + x̂∗n,pp(t)W

−tn/2
N , (10)

where n = 0, 1, 2, , · · · , N − 1 and

xn,SSB(t) = xn,pp(t), (11)
x̂n,pp(t) = g(t) ∗ x̂n,SSB(t) (12)

for n = 0 and N − 1, which are respectively introduced instead of
Eqs. (4) and (7), since x0,pp(t) and xN−1,pp(t) are the original real
values. A division example of a one-half overlapped SSB filterbank
with M = 4, N = 9, and a Hann window-based prototype analysis
filter are plotted in Fig. 2(b).

3.3. Subband WaveNet

A block diagram of the proposed subband WaveNet is described
in Fig. 3. In the training stage, fullband speech waveforms x =

Table 1. Results of synthesis time for one female and one male
speech waveforms with lengths 3.85 and 3.78 s.

Female Male
fs (kHz) 16 32 16 32
Fullband 5.37 m 11.40 m 5.37 m 11.21 m
Subband 1.40 m 2.68 m 1.47 m 2.65 m

[x(1), · · · , x(T )] in the training set are decomposed into N sub-
band streams xn = [xn(1), · · · , xn(T/M)] with short length
T/M and low sampling frequency fs/M by maximally decimated
or overlapped SSB analysis filterbanks, given as Eqs. (2) to (5),
(9) and (10). Each subband WaveNet network Pn(xn|h) is then
separately and efficiently trained by each subband waveform xn
with additional input h. In the synthesis stage, each subband
stream x̂n = [x̂n(1), · · · , x̂n(T/M)] is simultaneously gener-
ated by the trained network and integrated into fullband waveform
x̂ = [x̂(1), · · · , x̂(T )] by the SSB synthesis filterbanks, given as
Eqs. (6), (7), (11), and (12).

Compared with the conventional fullband WaveNet, the pro-
posed subband WaveNet can synthesize N samples at one time and
realize M times the synthesis speed with parallel computing.

4. EXPERIMENTS

4.1. Experimental conditions

4.1.1. Speech corpora

To evaluate the proposed subband WaveNet’s effectiveness, we con-
ducted objective and subjective experiments using Japanese female
and male speech corpora recorded with a sampling frequency of
48 kHz and downsampled to 16 and 32 kHz. In the female speech
synthesis, 7242 (about 4.8 hours) and 100 utterances were used as
training and test sets. In the male speech synthesis, 5697 (about 3.7
hours) and 100 utterances were used as training and test sets.

4.1.2. Filterbank condition

As a first investigation of the proposed subband WaveNet, fixed dec-
imation factor M = 4 and division numbers N = 4 and 9 were
respectively set for maximally decimated and overlapped SSB fil-
terbanks. In the experiments, the following maximally decimated
(MD) and two overlapped (OL) SSB filterbanks were investigated.
LPF-MD: In the maximally decimated SSB filterbank, a simple low-
pass FIR filter with a length of 1025 samples calculated from a sinc
function with a Hamming window [29] was introduced as analysis
and synthesis filters, h(t) and g(t). Its frequency response is plotted
in Fig. 2(a).
LPF-OL: To examine the overlap effect, we introduced an over-
lapped 9-channel SSB filterbank with identical analysis-synthesis fil-
ters as LPF-MD where the reconstructed waveforms were divided by
2.
SQRT-Hann-OL: To investigate the analysis-synthesis filters with
smoother frequency response than the above simple bandpass filter,
a square-root Hann window-based filter was proposed and its fre-
quency response H(ω)(= G(ω)) is given as

H(ω) =

{ √
cos(N−1

2
ω) for − π

N−1
≤ ω ≤ π

N−1

0 otherwise,
(13)



Table 2. Results of objective evaluations of 100 test set utterances.
(A) (B) (C) (D) (E)

SNR [dB] SNR [dB] SNR [dB] SD [dB] MCD [dB]
Method (analysis-synthesis) (µ-law quantization) (WaveNet) (WaveNet) (WaveNet)
Fullband - 30.0 ± 0.12 20.4 ± 0.28 7.58 ± 0.05 2.20 ± 0.03

Female LPF-MD 46.3 ± 0.32 25.9 ± 0.16 7.0 ± 0.28 7.11 ± 0.07 2.59 ± 0.04
fs = 16 kHz LPF-OL 41.1 ± 0.35 26.8 ± 0.14 7.3 ± 0.20 7.01 ± 0.05 2.00 ± 0.03

SQRT-Hann-OL 76.2 ± 0.11 30.2 ± 0.14 7.4 ± 0.20 5.96 ± 0.08 1.62 ± 0.03
Fullband - 30.1 ± 0.13 21.5 ± 0.35 8.72 ± 0.07 2.45 ± 0.03

Female LPF-MD 49.8 ± 0.27 26.7 ± 0.16 13.6 ± 0.28 7.68 ± 0.07 2.80 ± 0.04
fs = 32 kHz LPF-OL 46.6 ± 0.33 27.5 ± 0.13 13.1 ± 0.22 7.16 ± 0.05 1.95 ± 0.04

SQRT-Hann-OL 77.4 ± 0.09 29.5 ± 0.13 13.0 ± 0.27 6.45 ± 0.09 1.72 ± 0.04
Fullband - 26.4 ± 0.27 20.5 ± 0.21 8.80 ± 0.07 2.01 ± 0.03

Male LPF-MD 43.1 ± 0.33 21.5 ± 0.33 6.80 ± 0.29 7.74 ± 0.09 2.60 ± 0.06
fs = 16 kHz LPF-OL 38.5 ± 0.33 23.2 ± 0.27 7.80 ± 0.07 7.47 ± 0.07 2.18 ± 0.24

SQRT-Hann-OL 74.0 ± 0.19 25.1 ± 0.36 8.00 ± 0.22 6.65 ± 0.10 1.77 ± 0.05
Fullband - 26.6 ± 0.27 23.2 ± 0.26 9.51 ± 0.08 2.75 ± 0.03

Male LPF-MD 49.4 ± 0.30 22.5 ± 0.34 14.0 ± 0.25 8.17 ± 0.08 2.75 ± 0.05
fs = 32 kHz LPF-OL 43.4 ± 0.36 23.7 ± 0.28 13.4 ± 0.26 7.48 ± 0.06 2.10 ± 0.04

SQRT-Hann-OL 76.3 ± 0.11 24.5 ± 0.37 13.6 ± 0.31 7.26 ± 0.10 2.07 ± 0.06

where ω is the angular frequency. h(t) and g(t) with a length of
1024 were numerically obtained from the inverse discrete Fourier
transform. In the filterbank, the total frequency response of h(t) ∗
g(t) is equivalent to a Hann window (Fig. 2(b)), and fullband wave-
forms were perfectly reconstructed by Eq. (10) since the sum of the
one-half overlapped Hann windows is just 1 at all the frequency com-
ponents.

4.1.3. WaveNet condition

To investigate the fundamental performance of the proposed sub-
band WaveNet, unconditional WaveNet training and synthesis with-
out additional input h were conducted in this paper. To evaluate the
test set speech waveforms generated by the unconditional WaveNet,
each estimated sample x̂(t) was generated with original past samples
[x(1), · · · , x(t − 1)], and the estimated waveform was integrated
as x̂ = [x̂(1), · · · , x̂(T )].

In a conventional fullband WaveNet with a sampling frequency
of 16 kHz, 30 dilated causal convolution layers were introduced as
1, 2, 4, · · · , 512, 1, 2, 4, · · · , 512, 1, 2, 4, · · · , 512 [18, 25], whose
receptive field length was 1024×3/16000 = 0.192 s. In a sampling
frequency of 32 kHz, 33 layers as {1, 2, 4, · · · , 1024} × 3 were
introduced to maintain the same receptive field length of 0.192 s.

In the subband WaveNet, the fullband speech waveforms with
sampling frequencies of 16 and 32 kHz were decimated withM = 4,
and the sampling frequencies of the decomposed waveforms were 4
and 8 kHz. In these cases, 24 causal convolution layers as {1, 2, 4,
· · · , 128} × 3 for 4 kHz and 27 layers as {1, 2, 4, · · · , 256} × 3 for
8 kHz were respectively employed to cover the same receptive field
length as the fullband WaveNet.

The mini-batch sizes with sampling frequencies of 32, 16, 8, and
4 kHz were respectively 80 k, 40 k, 20 k, and 10 k samples (= 2.5 s).
In both the fullband and subband WaveNet, the dilation channels, the
residual channels, and number of skip connections were set to 32, 32,
and 512. An Adam optimization algorithm [30] updated the neural
network parameters with a learning rate of 0.001 as an initial value
that was multiplied by 0.5 at all 50 k parameter updates. The num-

bers of parameter updates for the fullband and subband WaveNet
were 200 k and 100 k. Each WaveNet was trained using an Intel
Xeon(R) CPU E5-2670 and a single GPU of NVIDIA GeForce GTX
1080.

4.2. Synthesis speed

To compare the synthesis speed of the fullband and subband
WaveNet, the synthesis time results for one female and one male
speech waveforms with lengths of 3.85 and 3.78 s synthesized by
an Intel Xeon(R) CPU E7-8837 are presented in Table 1. In the
experiments, a fast generation algorithm was introduced [31]. In
the subband WaveNet, the synthesis speed of each subband was the
same since the number of network parameters was identical to each
band. The results indicate that the proposed subband WaveNet with
a decimation factor of N = 4 successfully realized about four times
the synthesis speed compared with the fullband WaveNet when
parallel computing is available.

4.3. Objective evaluations

To objectively evaluate the test set speech waveforms synthesized
by fullband and subband WaveNet, we introduced and defined the
signal-to-noise ratio (SNR) and the spectral distortion (SD) between
original waveform x(t) and synthesized x̂(t):

SNR = 10 log10

( ∑T
t=1 x̂(t)

2

∑T
t=1(x(t)− x̂(t))2

)
, (14)

SD =
1

A

A∑

a=1

√√√√ 1

F

F∑

f=1

(
20 log10

|X̂(f, a)|
|X(f, a)|

)2

, (15)

where X(f, a) and X̂(f, a) are the short-time Fourier spectrums of
x(t) and x̂(t) in frame a for frequency bin f andA is the total frame
number. The short-time Fourier transform analysis window function
was a Hann window with a frame length of 16fs/1000 samples (=
16 ms) and a frameshift of fs/1000 samples (= 1 ms). To consider
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Fig. 4. Spectrograms: (a) test set female original speech waveform
with a sampling frequency of 32 kHz, (b) estimated by fullband
WaveNet, (c) estimated by subband WaveNet with LPF-MD, (d) es-
timated by subband WaveNet with LPF-OL, and (e) estimated by
subband WaveNet with SQRT-Hann-OL.

the human auditory perception criterion in the objective evaluation,
mel-cepstral distortion (MCD) was introduced and defined:

MCD =
10

log 10

√√√√2

B∑

b=1

(c(b)− ĉ(b))2, (16)

where c(b) and ĉ(b) are the b-th mel-cepstral coefficients [32] ob-
tained fromX(f, a) and X̂(f, a) with a frame length of fs/40 sam-
ples (= 25 ms) and a frameshift of fs/200 samples (= 5 ms). In a
sampling frequency of 16 kHz, warping coefficient α was 0.42, and
c(b) and ĉ(b) were calculated to B = 24. In a sampling frequency
of 32 kHz, the original and synthesized waveforms were upsampled
to 48 kHz, and α = 0.55 and B = 60 [8] were employed.

Table 2(A) shows the SNR results for evaluating the analysis-
synthesis error with filterbanks. Although LPF-MD and LPF-OL
with a simple lowpass filter reconstructed the original waveforms
with an SNR of about 40 dB, the proposed square-root Hann
window-based filter almost perfectly reconstructed the original
waveforms with an SNR over 74 dB since the latter’s frequency
response is smoother and easier to implement with a finite length of
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Fig. 5. Results of power spectrum: (A) test set of female original
waveforms x(t) and xn(k), (B) waveforms estimated by WaveNet
x̂(t) and x̂n(k), (C) residuals between original and estimated wave-
forms x(t)− x̂(t) and xn(k)− x̂n(k), and (D) subband waveforms
obtained from re-analysis of x̂(t) by Eqs. (9) and (3) to (5).

digital filter. The SNR results for evaluating the µ-law quantization
are described in Table 2(B). In the subband methods, the original
waveforms were first decomposed into subband streams, and the
reconstructed waveforms were calculated from the µ-law quan-
tized subband streams. The result indicates that fullband processing
can reconstruct original waveforms with lower error than subband
processing.

Tables 2(C) to (E) show the SNR, SD, and MCD results defined
in Eqs. (14) to (16). Although the fullband WaveNet outperformed
the subband WaveNet in SNR, the proposed subband WaveNet with
SQRT-Hann-OL achieved a better SD and MCD than the other meth-
ods. Eq. (1) suggests that WaveNet is trained to maximize SNR
in the time domain, but SD and MCD cannot be optimized. The
results in Table 2 suggest that the SNR in the proposed subband
WaveNet is lower than that of the fullband WaveNet since each es-
timated subband waveform includes error and the phase component
of the fullband waveform cannot be correctly reconstructed. The de-
tailed analysis of the SD and MCD improvements in the proposed
method is described in the next subsection. We compared the full-
band Wavenet and the proposed subband WaveNet and evaluated the
subjective evaluation results in Section 4.5.
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Fig. 6. Results of softmax loss averaged in last 1 k out of 100 k
training times for female training set with a sampling frequency of
32 kHz.

Table 3. Results of paired comparison listening test with a sampling
frequency of 32 kHz with 21 adult Japanese native speakers. C, P,
and N are answers of conventional fullband WaveNet, proposed sub-
band WaveNet with SQRT-Hann-OL, and neutral.

C P N p-value Z-score
Female 33 413 79 � 10−10 −18.0

(%) (6.3) (78.7) (15.0)
Male 31 439 55 � 10−10 −18.8
(%) (5.9) (83.6) (10.5)

4.4. Analysis of effectiveness of proposed subband WaveNet

Figure 4 depicts the spectrograms of a female original speech wave-
form test set and those estimated by fullband and subband WaveNet
with a sampling frequency of 32 kHz. Fig. 5(a) shows the following
results of the averaged power spectrum: (A) test set of female orig-
inal waveform x(t), (B) that estimated by WaveNet x̂(t), and (C)
residuals between original and estimated waveform x(t) − x̂(t) for
fullband WaveNet. Furthermore, Figs. 5(b) to (e) plot the 2nd and
5th subbands for the subband WaveNet with overlapped filterbanks
and (D) subband waveforms obtained from re-analysis of x̂(t) by
Eqs. (9) and (3) to (5).

In the unconditional WaveNet, each sample x̂(t) (and x̂n(k)) is
independently estimated at every t (and k), which causes random
noise in x̂(t) and x̂n(k), as found in the results of (C) in Figs. 5(a)
to (e). As shown in Figs. 4(b) and 5(a), the random noise level is
higher (over 4 kHz) than the original waveform, and this degrades
SD and MCD in the fullband WaveNet.

In the LPF-OL, an overlap effect can be found in the lower
bands, as depicted in Figs. 5(b)-(B) and (D); LPF-OL outperforms
LPF-MD in SD and MCD. However, the result in Fig. 5(d) indicates
that LPF-MD and LPF-OL cannot be adequately trained at higher
bands, and the residual level is higher than the original subband
waveform since its frequency response is almost “white.” As a result,
the overlap effect no longer works at higher bands in LPF-OL, and
the reconstructed fullband spectrum has “striped” noise components
(Figs. 4(c) and (d)).

Although the same frequency bands were used in the subband
WaveNet with LPF-OL and SQRT-Hann-OL, the latter’s spectro-
gram (Fig. 4(e)) is smoother, and its subband waveforms at higher
bands were adequately estimated, as shown in Fig. 5(e)-(D). The dif-
ference between them is just analysis-synthesis filters h(t) and g(t).
Fig. 6 plots the results of the softmax loss averaged in the last 1 k out

of 100 k training times for the female training set with a sampling
frequency of 32 kHz for LPF-OL and SQRT-Hann-OL. This result
suggests that the proposed square-root Hann window-based analysis
filter improved the prediction accuracy and simplified the estima-
tion of the subband waveforms by WaveNet more than by the simple
bandpass filter since the subband waveforms are forcibly modulated
to the “colored” signals by the proposed filter (Fig. 5(e)-(A)). As a
result, the proposed subband WaveNet with SQRT-Hann-OL gener-
ated speech waveforms with lower SD and MCD values throughout
all the frequency bands than the other methods.

4.5. Subjective evaluations

For a subjective evaluation, we also conducted a paired comparison
listening test between the conventional fullband WaveNet and the
proposed subband WaveNet with a square-root Hann window-based
overlapped single-sideband filterbank. 50 (female: 25 and male: 25)
utterances out of the test set with a sampling frequency of 32 kHz
were used as the evaluation speech set and presented by headphones.
The listening subjects were 21 Japanese adult native speakers with-
out hearing loss. The speech generated by the conventional fullband
WaveNet and the proposed subband WaveNet of the test set utter-
ances was continuously presented in a random order with a space of
0.25 s, and the subjects were allowed to freely re-listen many times.
They compared and judged the quality of the two stimuli. To allow
for cases where they were unable to judge between the two stim-
uli, we introduced an additional answer: neutral. The listening test
result is depicted in Table 3. Statistical analysis of the result indi-
cates that the proposed subband WaveNet significantly improved the
synthesized speech quality.

Consequently, the proposed subband WaveNet with a square-
root Hann window-based overlapped 9-channel SSB filterbank not
only accelerates the synthesis speed by about four times but also
improves the synthesized speech quality more than the conventional
fullband WaveNet.

5. FUTURE WORK

We must find optimal decimation factors and analysis-synthesis fil-
ters for rapid and high-quality speech synthesis. The optimal quanti-
zation method and the number of network parameters for each sub-
band are investigated since the frequency responses and signal levels
are different for each subband. In addition, a method to simultane-
ously input and output all subband waveforms with a single network
is investigated to reduce the computational cost and eliminate paral-
lel computing. In the next step, the proposed subband WaveNet will
be applied to TTS [18] and WaveNet vocoder [25] with the condi-
tional WaveNet instead of the unconditional one with previous cor-
rect samples. Furthermore, the proposed method can be directly ap-
plied to other raw audio generative models, such as SampleRNN [20]
and Tacotron [23].

6. CONCLUSIONS

This paper proposed subband WaveNet by introducing multirate sig-
nal processing for rapid and high-quality synthesis with raw audio
generative models. The results of objective and subjective experi-
ments for unconditional WaveNet suggested that the proposed sub-
band WaveNet with a square-root Hann window-based overlapped
9-channel SSB filterbank increased the synthesis speed about four
times and improved the synthesized speech quality more than the
conventional fullband WaveNet.
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